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Abstract

Local energetics diagnostics of the life cycles of consecutive, explosively deepening, extratropical cyclones
that migrated across central North America in April 2001 are presented. Both storms developed rapidly and
followed nearly identical tracks through the region. Despite similar mature-stage intensities, the two storms
underwent vastly different evolutions during cyclolysis; the first decayed as rapidly as it had developed, and
the second decayed very slowly. Examination of the volume-integrated eddy kinetic energy (EKE) budget
for each storm reveals that the sea level pressure minimum associated with the first cyclone developed well
after its associated EKE center had reached its maximum intensity. In contrast, the second cyclone’s sea
level pressure minimum developed much more in concert with the development of its associated EKE
center. As a consequence, the first cyclone began losing EKE through downstream energy fluxes even as it
was developing at the surface, whereas the second cyclone did not disperse EKE downstream until later in
its life cycle. Consideration of the EKE budget results in terms of baroclinic wave packets demonstrates that
the first cyclone developed and decayed on the upstream edge of a wave packet, whereas the second cyclone
developed in the midst of a wave packet, only decaying once it had reached the upstream edge. Thus, it is
suggested that postmature phase decay is dynamically linked to a cyclone’s position in a given wave packet.

1. Introduction

The growth and decay of midlatitude cyclones have
been central questions in synoptic–dynamic meteorol-
ogy for nearly two centuries (Kutzbach 1979). A major
synthesis of much of the prior thinking was manifest in
the Norwegian Cyclone Model (NCM) of the “Bergen
School,” the history of which is described by Volkert
(1999). The genius of this model was that it depicted
several discrete stages of the midlatitude cyclone (and
the significant weather associated with each) in the con-
text of an identifiable cyclone life cycle. Though the
model was primarily descriptive, it did suggest that a
conversion of the potential energy present in the char-
acteristic horizontal temperature contrasts served as
the cyclone’s primary mechanism for kinetic energy
growth. The theoretical work of Charney (1947) and
Eady (1949), focusing on the instability of simple baro-
clinic flows, led to a greater understanding of the
growth of the midlatitude cyclone.

An intriguing component of the NCM, not consid-
ered in these baroclinic instability theories, was the no-

tion of “cyclone families” in which one storm, in a se-
quence, was thought to be physically related to another.
This suggestion has subsequently been considered from
the perspective of cyclone energetics. Sixty years ago,
Namias and Clapp (1944), hinted at the importance of
energy transfer between discrete systems. A substan-
tive analysis of the sources and sinks of energy that
result in the growth and decay of individual baro-
clinic systems, a method later referred to as “local en-
ergetics diagnostics,” was originally employed to under-
stand the manner by which such systems interacted with
the general circulation (e.g., Petterssen and Smebye
1971). Later studies examined the kinetic energy bud-
get of various flow regimes. In one such study over
North America, Kung (1977) found evidence that the
quantity now called ageostrophic geopotential flux
(AGF) might play an important role in cyclone life
cycles, but, in general, studies such as that one were
limited by their reliance on purely observational data,
which could not resolve the ageostrophic wind. With
the arrival of high-resolution gridded datasets provided
by model initializations and reanalysis projects, the lo-
cal energetics method matured in the early 1990s
through the work of Orlanski and collaborators (Or-
lanski and Katzfey 1991; Orlanski and Chang 1993;
Chang and Orlanski 1993; Orlanski and Sheldon 1993).
These studies confirmed what had been alluded to pre-
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viously: energy transfers between distinct midlatitude
synoptic-scale disturbances control a large part of the
local energetics, at least in specific cases. Orlanski and
Sheldon (1995) codified this view by defining a new
paradigm whereby baroclinic life cycles could be under-
stood in large part simply by considering energy trans-
fers between discrete systems. Chang (2000) found that
these transfers of energy often dominated other pro-
cesses whenever the disturbances were organized into
coherent wave packets.

In this study, we apply local energetics diagnostics to
the life cycles of two consecutive midlatitude cyclones
that ravaged portions of central North America during
April 2001. The approach taken is a novel one regard-
ing midlatitude-cyclone life cycles. Although local en-
ergetics diagnostics have been employed to explain en-
ergy sources for a variety of individual storms, to our
knowledge they have not been used in an attempt to
diagnose the observed differences in evolution between
consecutive cyclones. The two cyclones investigated
here were notable in that, despite similarities in their
surface cyclogenesis characteristics, their decay stages
were remarkably different. The paper is organized as
follows. Section 2 provides some theoretical back-
ground on local energetics, downstream development,
and wave packets. Section 3 recaps the synoptic evolu-
tion of the two cyclones, showing that the first storm
experienced rapid decay, whereas the second storm did
not. Then, section 4 describes the method employed in

the local energetics analysis of the two cyclones, and
section 5 presents the results of that analysis. Section 6
discusses the results and offers concluding remarks.

2. Theoretical background

a. Equations and definitions

The physical quantity of interest in local energetics is
eddy kinetic energy per unit mass (EKE). Defining
EKE requires that the flow field be partitioned into
mean and eddy components. Several choices exist for
defining a mean state. For instance, Orlanski and Shel-
don (1993) use a zonal mean. In the present study, we
adopt a time mean and use the following notation to
denote the partitioning:

A � Am � a, �1�

where A represents any scalar or vector field, subscript
m refers to the time-mean part, and lowercase indicates
the eddy part. EKE is calculated as (u2��2)/2 (where u
and � are the zonal and meridional velocity compo-
nents, respectively) and has units of joules per kilo-
gram.

The EKE tendency equation is the fundamental tool
used in this study. Lackmann et al. (1999) and McLay
and Martin (2002) provide a derivation of this equation
(not replicated here) wherein the EKE tendency in iso-
baric coordinates is given by

��EKE�

�t
� � � · �v��a

A

� ��
B

� V3 · �3�EKE�
C

� v · �v3 · �3�Vm

D

� v · �v3 · �3�v
E

� v · f
F

�
tan�

Re
�u2Vm � u�Um � uu� � �u2�

G

� Residual
H

. �2�

In this equation, � is the specific volume, f refers to the
eddy frictional force (per unit mass), � is the latitude,
Re is the earth’s radius, V3 is the 3D total wind, v3 is the
3D eddy wind, and v is the 2D eddy wind. Overbars
represent time means of combined eddy quantities. The
significance of the subscript a is shown below. Other
notation is standard. Table 1 provides the correspon-

dence between the various terms and the names and
abbreviations used in this paper. Each term has a dis-
tinct physical meaning.

b. Physical interpretations

Terms A and B each can be shown to represent parts
of the same physical process, the conversion of poten-
tial energy to kinetic energy through work done by the
pressure gradient force (PGF). We call (v	)a the ageo-
strophic geopotential flux vector, and, as in Orlanski
and Sheldon (1993), it is defined as

�v��a � v� � k 
 �
�2

2f���
, (3)

where f is the Coriolis parameter and k is the unit vec-
tor in the vertical direction. As shown by Orlanski and
Katzfey (1991), this vector represents that portion of

TABLE 1. The correspondence between terms in the EKE ten-
dency equation and their common names. Abbreviated names
used in the text are given in parentheses.

Term Name

A Ageostrophic geopotential flux convergence (AGFC)
B Baroclinic generation/conversion (Barc)
C Advection (Adv)
D Barotropic generation/conversion (Bart)
E Time-mean stress (TMS)
F Friction (Fric)
G Curvature (Curv)
H Residual (Res)
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the instantaneous transport of EKE that is not due to
advection, but instead to a radiation or dispersion of
energy to another location. Term B is the classic baro-
clinic generation term, by which rising warm air or sink-
ing cold air produces EKE at the expense of eddy avail-
able potential energy. Orlanski and Katzfey (1991) ar-
gue that terms A and B should be roughly equal and
opposite in equivalent barotropic (i.e., occluded) struc-
tures. Evidence for this correspondence between A and
B will be apparent during the analysis.

The other terms are commonly less important
mechanisms for cyclone growth and decay. Term C, the
advection, may be large locally but is small when re-
gionally integrated. The barotropic generation term
(D) and its close cousin the time-mean stress term (E)
represent energy exchanges involving the eddy flow.
Also known as the Reynolds stress term, the barotropic
generation term represents the EKE tendency due to
the conversion of kinetic energy between the eddy and
mean flow. The time-mean stress term is a conversion
between EKE and Umu � Vm�, the eddy-mean corre-
lation, but in this case the time average of the term is
zero, as is the time average of the eddy-mean correla-
tion. The curvature term (G) describes the same con-
version but arises as a correction term that accounts for
the fact that the analysis uses Cartesian coordinates
instead of spherical coordinates.

Given the dataset (more thoroughly described in the
next section), the true value of the friction term (F) is
unknown. However, a model-derived planetary bound-
ary layer height is included in the dataset. Thus, the
frictional force was approximated by setting it to zero
outside the boundary layer while assuming a three-
way force balance among the pressure gradient force,
Coriolis force, and friction inside the layer.1

The final term (H), the residual, is defined as the
difference between the observed and calculated EKE
tendencies and is computed following the method of
McLay and Martin (2002). In addition to including the
effects of any processes ignored in deriving the EKE
tendency equation (e.g., molecular dissipation), this
term also contains contributions from numerical errors
in the calculation of all of the other terms in the equa-
tion, discretization errors, and errors in the dataset.2

c. Downstream development

The idea of downstream development has been dis-
cussed at least as early as Namias and Clapp (1944).
Chang and Orlanski (1993) showed that downstream
development occurred in idealized simulations of baro-

clinic waves. Orlanski and Sheldon (1993) called this
“downstream baroclinic development” to emphasize
that baroclinic processes were involved in the case they
studied. Though that is true for the current work as
well, the term “downstream development” is used here.

Orlanski and Sheldon (1995) established the down-
stream development paradigm in terms of local ener-
getics. Their conceptual model contained three stages
of downstream development. In the first stage, a pre-
existing EKE center downstream of a trough weakens
through the dispersal of AGF through the downstream
ridge. The convergence of that AGF produces a new
EKE center downstream. In the second stage, this new
center grows through baroclinic conversion while send-
ing AGF through the trough to yet another developing
EKE center. Last, in the third stage, the EKE center
west of the trough decays. The EKE center east of the
trough subsequently reaches maximum intensity, with
the aid of baroclinic conversion, and begins to send
energy downstream itself. The first stage can then occur
again; the cycle potentially repeats.

In fact, the cycle often does repeat numerous times,
and the result can be a coherent train of ridges and
troughs limited in zonal extent. The name “wave
packet” is given to these localized, coherent wave
trains. Lee and Held (1993) provided observational and
idealized modeling evidence of the existence of such
wave packets, and Chang and Yu (1999) and Chang
(1999) provided some basic characteristics of observed
wave packets. One important characteristic of wave
packets is that their group velocity is greater than the
phase speed of the individual ridges and troughs con-
tained within the packet. Consistent with this charac-
teristic, ridges and troughs develop on the leading
(downstream) side of the wave packet, move upstream
relative to the wave packet, and decay on the trailing
(upstream) side of the wave packet. Chang and Orlan-
ski (1994) demonstrated that an energy flux vector simi-
lar to the AGF vector accurately captures the group
velocity of both idealized and observed wave packets.
Chang (2000) showed that downstream development
occurred within his observed wave packets much of the
time and that almost all trough developments due to
downstream development led to surface cyclogenesis.
The ideas and related diagnostics described in this sec-
tion are now applied to an examination of two consecu-
tive explosive cyclones that developed in central North
America in April 2001.

3. Synoptic overview

During the second week of April 2001, two power-
ful cyclones developed over and traveled across cen-
tral North America, one immediately following the
other. In this study, these storms will be referred to as
storm 1 (6–9 April 2001) and storm 2 (10–14 April
2001). The two storms evolved out of broadly similar

1 In the strong cyclonic systems we consider here, the centrifu-
gal force can be considerable and may lead to an incorrect esti-
mate of the eddy frictional force.

2 Because the dataset employed is an analysis, it is not neces-
sarily energetically consistent, as a consequence of observational
increments.
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large-scale environments, as shown in Fig. 1. In each
case, the incipient storm was associated with a slightly
positively tilted upper-tropospheric trough over the
southwestern United States and a broad anticycloni-
cally curved jet arcing northeastward toward New En-
gland. In addition, large ridges existed over the eastern
North Pacific Ocean, while the northern stream pos-
sessed troughs over southwestern and southeastern
Canada, with ridges near Hudson Bay. Though broadly
similar, the two environments possessed some differ-
ences. The most obvious difference between the two
flow patterns was the vastly dissimilar jet strength off
the coast of British Columbia. In the precursor envi-

ronment to storm 1, the jet maximum approached 83 m
s�1. The corresponding jet maximum in storm 2’s case
was a weaker 52 m s�1. Another difference between the
two environments was the sharper curvature at the base
of the upper-level trough associated with storm 1.

Both storms reached minimum sea level pressures
(SLPs) near or below 980 hPa, and their maximum
deepening rates were impressive. Figure 2 displays the
tracks and SLP minima of the two cyclones. Storm 1 (2)
deepened at a maximum rate of 1.24 (1.30) bergerons
[as defined by Sanders and Gyakum (1980)]. Thus, both
qualified as explosively deepening cyclones—relatively
rare events over the continent. The two storms were

FIG. 1. The 300-hPa geopotential heights and isotachs from the NCEP FNL analysis valid at
(a) 1200 UTC 6 Apr 2001 and (b) 1800 UTC 10 Apr 2001. Geopotential heights (solid lines)
are contoured every 12 dam. Isotachs are shaded in increments of 10 m s�1, beginning with 35
m s�1. The two times correspond to 24 h prior to each storm reaching its respective sea level
pressure minimum.
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also similar with respect to the Konrad and Colucci
(1988) bomb classifications. Each storm can be classi-
fied as a ridge-building closed low, a distinction enjoyed
by only 11% of bombs. It is clear that these two bombs
were similarly exceptional.

Despite these similarities, differences emerged be-
tween the two storms during their decay stages. Storm
1 filled by 28.3 hPa over the 48 h subsequent to its most
rapid deepening, whereas storm 2 filled by only 6.4 hPa
over the 48 h subsequent to its most rapid deepening.
As a result, storm 1 had an SLP of less than 1000 hPa
for about 58 h, whereas storm 2 maintained an SLP of
less than 1000 hPa for 98 h. A brief overview of each
storm’s evolution is presented next.

a. Storm 1

Storm 1 deepened explosively in the lee of the Rocky
Mountains on 6 April, accompanied by a mainly non-
tornadic severe-weather outbreak over the Great Plains.
While moving northeastward into Canada, the cyclone
continued to produce damage, not through thunder-
storms, but rather through wind gusts exceeding hurri-
cane force that were related to the tight pressure gra-
dient. The surface map valid at the time of storm 1’s
maximum intensity illustrates the extreme nature of the
storm (Fig. 3). Note the sustained wind of 40 kt (21 m
s�1) reported at Algona, Iowa (AXA), for instance.
The thermal contrasts associated with both the cold and
warm fronts were well defined. Temperatures dropped
nearly 16°C across the cold front from Springfield, Mis-
souri (SGF), to Garden City, Kansas (GCK), but there
was little cloudiness and no precipitation accompanying
the front. Along the warm front, temperatures plunged
12°C between Moline, Illinois (MLI), and Lone Rock,

Wisconsin (LNR). Unlike the cold front, the warm
front was associated with a substantial cloud and pre-
cipitation shield.

Examination of the middle and upper troposphere
indicates that, at this point in its evolution, storm 1 was
vertically stacked from the surface to at least 500 hPa
(Fig. 4), was removed from the peak of the warm sector
(Fig. 4b), and was located in the left exit region of a
compact jet streak (Fig. 4a). At 500 hPa, an intense
elliptical absolute vorticity maximum was located just
southeast of the cyclone center (Fig. 4b). Intense cy-
clonic vorticity advection downstream of that feature,
combined with localized warm advection in the lower
troposphere, provided forcing for vigorous vertical
motions that produced the clouds and precipitation
across the Upper Midwest (Fig. 3). In contrast, the
region along the cold front experienced little tem-
perature or vorticity advection, consistent with the scar-
city of clouds and absence of precipitation across that
area.

b. Storm 2

Storm 2 also deepened explosively in the lee of the
Rockies, and again a severe-weather outbreak simulta-
neously occurred across the Great Plains. During the
early morning hours of 11 April, numerous tornadoes
touched down across eastern Oklahoma and Kansas,
resulting in six injuries and one fatality. By noontime,
the severe weather reached Iowa, with 32 tornadoes
reported across that state. In addition to the severe
storms, blizzard conditions on the west side of the cy-
clone closed Denver International Airport in Colorado
for the first time in its history and knocked out power to
220 000 customers in Denver (NCDC 2001). Mean-
while, strong winds again blew across a large portion of
the country. The surface map valid at the time of the
Iowa tornado outbreak (and at the time of storm 2’s
maximum intensity) shows these strong surface winds
(Fig. 5). Although the blizzard had subsided near Den-
ver by this time, the town of Sidney, Nebraska (SNY),
reported heavy snow with 40-kt (21 m s�1) winds, while
Springfield, Colorado (SPD), reported sustained winds
of 50 kt (26 m s�1). Both the cold and warm fronts were
robust as temperatures decreased by 17°C across the
cold front between Childress, Texas (CDS), and Spring-
field, Colorado, and decreased by 9°C across the warm
front between Aurora, Illinois (ARR), and Watertown,
Wisconsin (RYV). Unlike storm 1, storm 2 was char-
acterized by precipitation along both the cold front
(aloft) (not shown) and warm front.

Storm 2 was also vertically stacked, to at least 300
hPa, at its time of maximum intensity (Fig. 6). As in
storm 1, the warm front, stretching from the Great
Lakes southwestward to the cyclone center (Fig. 6b),
was the dominant thermal structure in the lower tropo-
sphere. The 500-hPa vorticity maximum was comma
shaped (Fig. 6b), with the maximum vorticity nearly

FIG. 2. Position of sea level pressure minima at 12-h intervals for
storm 1 (dark dots and path; from 1200 UTC 6 Apr to 1200 UTC
9 Apr 2001) and storm 2 (light dots and path; from 1200 UTC 10
Apr to 1200 UTC 13 Apr 2001). Values of SLP at each time for
each storm are taken from the NCEP FNL analysis at the respec-
tive time.
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collocated with the geopotential minimum. In contrast
to storm 1, there was an extensive jet located south of
the cyclone (Fig. 6a), although its maximum speed was
less than in the case of storm 1.

4. Analysis methods

The mean state in this study was calculated using a
28-day average centered on the given analysis time
(0000, 0600, 1200, or 1800 UTC). Each analysis time
thus has a different mean associated with it, but the
mean window is long enough that differences from one
analysis time to the next, or between storms, are neg-
ligible. Means are computed for a given hour using data
valid only at that hour over the 28-day period. This
removes any diurnal cycle from the eddy components.
Errors due to the slowly varying mean become part of
the residual term.

Terms such as ageostrophic geopotential flux conver-
gence (AGFC) cannot be computed accurately from
standard observations alone. Thus, the National Cen-

ters for Environmental Prediction (NCEP) “FNL”
analyses available from the National Center for Atmo-
spheric Research (NCAR) were used to construct the
local energetics diagnostics. NCAR provides the FNL
dataset on a 1° 
 1° cylindrical equidistant grid, with
50-hPa grid spacing in the vertical direction between
100 and 900 hPa and 25-hPa grid spacing between 900
and 1000 hPa. The dataset also supplies values of nec-
essary variables at the surface, along with boundary
layer heights.

An advantage of the local energetics approach is that
one can calculate the various terms in the EKE ten-
dency equation at each vertical level and then can per-
form a vertical average for each quantity without losing
much information about the energetics. This obviates
the need to examine cross sections or multiple lev-
els in many instances. The vertical average is defined as

Ã �
1

ztop � zsfc
�

zsfc

ztop

�A dz, �4�

FIG. 3. Sea level pressure analysis at 1200 UTC 7 Apr 2001. Solid lines are sea level isobars, contoured every 4 hPa. For each station,
the following data are shown: temperature (°C; to the upper left of the station symbol), dewpoint (°C; to the lower left of the station
symbol), sea level pressure (10 
 hPa, dropping the leading 9 or 10; to the upper right of the station symbol), station identifier, wind
speed and direction, sky cover, and present weather. Wind speeds are indicated: a circle around station circle � calm, shaft and no barb
�2.5 m s�1, short barb � 2.5 m s�1, long barb � 5 m s�1, flag � 25 m s�1.
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where A refers to any variable and � is density. For
EKE, Ã has units of joules per meter cubed. Here, zsfc

is the surface elevation, and ztop was chosen to be the
geopotential height of the 100-hPa surface.

Volume integrals were computed using the 135 J m�3

contour of the vertically averaged EKE surrounding

the EKE center of interest as the horizontal boundary.
In mathematical terms, then, the volume integral for
variable A is

���AdV � ��
Q

�ztop � zsfc�Ãd	, �5�

FIG. 4. (a) The 300-hPa geopotential height and isotachs from the NCEP FNL analysis valid
at 1200 UTC 7 Apr 2001. Geopotential heights (solid lines) are contoured every 12 dam.
Isotachs are shaded in increments of 10 m s�1, beginning at 35 m s�1. The boldface “L”
indicates the position of the sea level pressure minimum at this time. (b) The 500-hPa geo-
potential height, absolute vorticity, and 1000–500-hPa thickness from the NCEP FNL analysis
valid at 1200 UTC 7 Apr 2001. Geopotential height (solid lines) is contoured every 6 dam.
Absolute vorticity is shaded in increments of 5 
 10�5 s�1, beginning at 15 
 10�5 s�1. The
1000–500-hPa thickness (dashed lines) is contoured every 6 dam. The white “L” indicates the
position of the sea level pressure minimum at this time.
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where d is an area element and the region Q is en-
closed by the 135 J m�3 contour. The purpose of the
volume integrals is to compactly quantify the evolution
of the EKE budget terms over the life cycles of the two
cyclones of interest. Although the choice of bounding
contour seems arbitrary, in fact there is little leeway
involved. The contour must have a value large enough
to keep the EKE center of interest distinct from sur-
rounding centers yet small enough to exist during the
early growth and late decay stages of the center. In
order to treat each cyclone similarly, these conditions
must hold for both cyclones. The 135 J m�3 contour
clearly stands out in the face of these considerations.
Other choices for the bounding contour were tried, but
there were no qualitative differences observed in the
results.

Because a bounding contour is not a material surface,
volume integrals do not provide a complete explanation
for the growth and decay of any energy center. No
attempt is made to calculate the volume-integrated
EKE tendency due to flow across the bounding contour
or the 100-hPa surface. In addition, the very early (late)
stages of growth (decay) are not considered, because
the energy centers’ maxima do not exceed 135 J m�3

during those stages. Despite these limitations, we as-

sume that the implications gleaned from the volume
integrals are valid as long as the residual remains small.
Last, it is not clear that import of energy from upstream
disturbances can necessarily influence a depression in
the sea level isobars, and the subsequent analyses are
not meant to imply such.

5. Results

a. Storm-1 EKE evolution

Let us now examine the evolution of the eddy kinetic
energy and ageostrophic geopotential fluxes over the
lifetimes of the two cyclones, beginning with storm 1
(Fig. 7). The EKE center associated with storm 1 (cen-
ter C) first develops at D � 4,3 which corresponds to
1200 UTC 3 April (Fig. 7a). Note how an EKE center
near the Aleutian Islands (center A) disperses its en-
ergy downstream to a center off the coast of Washing-
ton (center B). Dispersion from this center in turn feeds
the growing storm-1 center. This train of EKE centers

3 In general, the following notation is used: D � x refers to
times x days before a storm’s minimum SLP, D0 refers to the time
of a storm’s minimum SLP, and D � y refers to times y days after
a storm’s minimum SLP.

FIG. 5. As for Fig. 3 but at 1800 UTC 11 Apr 2001. The thick dashed line indicates the position of a sea level pressure trough.

302 M O N T H L Y W E A T H E R R E V I E W VOLUME 133



energetically linked by AGF is indicative of the pres-
ence of a wave packet, a fact to be confirmed in section
5e. By D � 3, a net transfer of energy from center A to
centers B and C has occurred (Fig. 7b). Developing
EKE center C grows in size over this 24-h period but
does not grow in intensity. The AGF vectors suggest
that there is downstream dispersion of energy, albeit
weak, away from center C across the central United
States by this time. The majority of the energy disper-
sion, however, is involved in recirculation between cen-
ters B and C. This recirculation effect has been ob-
served in previous studies (e.g., Orlanski and Sheldon

1995) and is believed to retard the decay of EKE
maxima that would otherwise occur through AGF di-
vergence. At D � 2 (Fig. 7c), centers B and C remain
close to their prior locations, with a net energy transfer
occurring from B to C. The EKE centers begin an east-
ward motion on 6 April (Fig. 7d), and it is on this day
that the associated surface cyclone begins to form. Cen-
ter B is very weak by this time, having dispersed its
energy to C. Also observed at this time is a reduction of
recirculation and an opening of the closed low in the
height contours. Downstream dispersion develops rap-
idly around this time, with new centers forming over the

FIG. 6. (a) As in Fig. 4a but from the NCEP FNL valid at 1800 UTC 11 Apr
2001. (b) As in Fig. 4b but from the NCEP FNL analysis valid at 1800 UTC 11 Apr 2001.
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Great Lakes (D) and the Southeast (E) over the next 12
h (Fig. 7e). Despite no longer having an upstream
source of EKE (notice the lack of an energetic connec-
tion between C and its closest upstream neighbor off
the Washington–Oregon coast), center C maintains its
integrity on 7 April (Figs. 7e,f). However, the robust
energy dispersion apparent throughout this day, only a
small part of which is involved in recirculation, eventu-
ally leads to the weakening of C during 8 April (Figs.
7g,h). In response, center D intensifies, becoming asso-
ciated with an intense cutoff low well off the East Coast.

b. Storm-2 EKE evolution

Storm 2 also develops as a result of energy dispersion
from two upstream EKE centers (Fig. 8). At D � 2.5,
which corresponds to 0600 UTC 9 April, these centers
are located along the Alaska Panhandle (F) and just off
the Oregon coast (G) (Fig. 8a). Center H, to be asso-

ciated with storm 2, is barely detectable at this time but
develops over the balance of the day (Fig. 8b). Two
differences between the evolutions of storms 1 and 2
become apparent on 10 April (Figs. 8b,c). First, unlike
center A, center F never completely dissipates, prob-
ably because of the influx of energy dispersed toward it
by yet another EKE center moving into the Gulf of
Alaska. Second, there is little if any downstream dis-
persion away from H on this day, even at D � 1 (Fig.
8c). Rather, the AGF leaving H is involved completely
in recirculation. A comparison of this with the pattern
at D � 1 for storm 1 (Fig. 7d) shows stark differences.
Center G dissipates on 11 April (Fig. 8d), but the re-
circulation remains vigorous throughout the day (Fig.
8e). Notable downstream dispersion away from H com-
mences on this day, but even at D0 (Fig. 8e) it is meager
in comparison with that observed at D0 for storm 1
(Fig. 7f). Observe that center F remains strong at D0
and is located just upstream of H.

FIG. 7. The 300-hPa geopotential heights, vertically averaged EKE, and vertically averaged AGF vectors at (a) 1200 UTC 3 Apr 2001
(D � 4), (b) 1200 UTC 4 Apr (D � 3), (c) 1200 UTC 5 Apr (D � 2), (d) 1200 UTC 6 Apr (D � 1), (e) 0000 UTC 7 Apr (D � 0.5),
(f) 1200 UTC 7 Apr (D0), (g) 0000 UTC 8 Apr (D � 0.5), and (h) 1200 UTC 8 Apr (D � 1). Geopotential heights (solid lines) are con-
toured every 12 dam. Vertically averaged EKE is shaded every 100 J m�3 beginning at 100 J m�3. AGF vector scale (J m�2 s�1) is given
by the reference vector on the bottom right of (d) and (h). Boldface letters refer to individual EKE centers referred to in the text.
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