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ABSTRACT

Atmospheric flows are often decomposed into balanced (low-frequency)

and unbalanced (high-frequency) components. For a dry atmosphere, it is

known that a single mode, the potential vorticity (PV), is enough to describe

the balanced flow and determine its evolution. For a moist atmosphere with

phase changes, on the other hand, balanced–unbalanced decompositions in-

volve additional complexity. In this paper, we illustrate that additional bal-

anced modes, beyond PV, arise from the moisture. To support and motivate the

discussion, we consider balanced-unbalanced decompositions arising from a

simplified Boussinesq numerical simulation and a hemispheric-sized channel

simulation using the Weather Research and Forecasting (WRF) model. One

important role of the balanced moist modes is in the inversion principle that is

used to recover the moist balanced flow: rather than traditional PV inversion

that involves only the PV variable, it is PV-and-M inversion that is needed,

involving M variables that describe the moist balanced modes. In examples

of PV-and-M inversion, we show that one can decompose all significant atmo-

spheric variables, including total water or water vapor, into balanced (vortical

mode) and unbalanced (inertio-gravity wave) components. The moist inver-

sion, thus, extends the traditional dry PV inversion to allow for moisture and

phase changes. In addition, we illustrate that the moist balanced modes are

essentially conserved quantities of the flow, and they act qualitatively as addi-

tional PV-like modes of the system that track balanced moisture.
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1. Introduction40

Meteorologically significant mid-latitude motions are principally associated with flows which41

are in near geostrophic balance (rapid rotation and strong stratification). This balanced flow acts42

somewhat independently of the transient high-frequency inertio-gravity and acoustic waves. Bal-43

anced motion is, therefore, primarily low-frequency and synoptic in scale.44

Accordingly, to discern significant and long-lasting motions, it is often beneficial to decompose45

atmospheric flow into its balanced and unbalanced components. In the dry atmosphere, such a46

decomposition may be carried out through the identification of the low-frequency vortical mode47

of the flow to construct a single potential vorticity (PV) variable determining the evolution of the48

balanced flow (Ertel 1942; Hoskins et al. 1985).1 It is then possible to “invert” the PV variable49

to diagnostically recover the balanced components of variables such as the pressure, velocity, and50

temperature. In this dry atmosphere case, the inversion requires the solution of a linear elliptic51

partial differential equation (PDE) with suitable boundary conditions once the PV distribution is52

known.53

For moist dynamics including phase changes, one may similarly ask: How can the flow field54

and variables associated with moisture be decomposed into their balanced and unbalanced compo-55

nents? This is the main topic of the present paper. Many important differences arise in the moist56

case compared to the dry case, and phase changes create some particularly subtle effects. One57

of the main objectives of the present paper is to describe these differences and subtleties, and to58

illustrate them using numerical simulations.59

A brief overview is as follows. To recover the balanced components of the moist flow, one first60

must find the relevant low-frequency modes of the system. This is the source of one key difference61

1This may be done more easily with the assumption of small Rossby and Froude numbers, in which case the Ertel PV variable is now approxi-

mated by a corresponding quasi-geostrophic (QG) PV variable, as will be the case throughout the present paper.
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between the dry and moist cases. In the moist case, the low-frequency component can no longer62

be described by a single dynamic PV variable; for a moist system, it is necessary to additionally63

retain a number of dynamically significant moist variables (Smith and Stechmann 2017). Namely,64

the vortical mode of dry dynamics will be augmented in the moist system with additional low-65

frequency moist modes. These additional moist modes, which we call M modes or M variables,66

prove vital in describing the moist balanced flow (Wetzel et al. 2019). In particular, the balanced67

PV and M variables are both needed together in order to specify an invertibility principle, which68

we call PV-and-M inversion, to diagnostically recover balanced components of all other dynamic69

variables, including moisture. Thus, in analogy to dry dynamics, the balanced flow is obtained70

from an inversion of balanced PV, although now also with additional balanced moisture compo-71

nents. In practice, the inversion requires the solution of an elliptic PDE with suitable boundary72

conditions and global knowledge of not only the PV variable but also M variables. In the case with73

phase changes, the elliptic PDE also now has discontinuous coefficients due to phase changes.74

Some prior studies have explored inversion principles to recover the balanced component of a75

moist system using a single moist PV variable (e.g., Schubert et al. 2001; Marquet 2014). In such76

cases, some subtleties arise and we use the present paper to discuss these issues in the context of77

the more recent concept of PV-and-M inversion. In essence, moist PV variables generalize the PV78

of dry dynamics — constructed using the dry-air potential temperature q — which is inadequate79

to describe a moist system. Moist PV alternatives have been considered using the virtual potential80

temperature qv, the equivalent potential temperature qe, or some other variable associated with the81

moist-air entropy. While these moist PV variables have a number of desirable traits from the point82

of view of moist dynamics and balanced flow, they are not sufficient to individually recover the83

full moist balanced flow including moisture constituents. For example, it is observed in Schubert84

et al. (2001) that, using the moist PV defined in terms of qv, denoted here as PVv, one can define an85
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invertibility principle. However, its inversion recovers only wind and thermal variables of the flow,86

but not the moisture variables. Similarly, a PV can be defined from qe alone (e.g., Bennetts and87

Hoskins 1979; Emanuel 1979), denoted here by PVe, but it fails to possess an invertibility principle88

(Cao and Cho 1995; Schubert et al. 2001). In this paper we show, in fact, that PVv is not balanced89

and therefore, for a moist system with phase changes, PVv inversion does not recover the balanced90

component of the flow. Moreover, PVe is a suitable PV variable for PV-and-M inversion and may91

be used to recover the moist balanced flow. Therefore, the lack of an invertibility principle for PVe92

alone highlights the absolute necessity of the balanced M components in the inversion principle.93

While some common PV variables, such as PVv, may not be balanced, we also note that they94

can still be useful quantities for analyzing the atmosphere. For instance, PVv is conserved for an95

unsaturated atmosphere, and it changes due to latent heating. Therefore, PVv or other similar PVs96

can still be useful quantities for monitoring and diagnosing the effects of latent heating (e.g., Davis97

and Emanuel 1991; Lackmann 2002; Gao et al. 2004; Brennan and Lackmann 2005; Martin 2006;98

Brennan et al. 2008; Lackmann 2011; Madonna et al. 2014; Büeler and Pfahl 2017).99

The paper is organized as follows. We begin with an illustration of the balanced and unbal-100

anced components of moisture arising from a Boussinesq model in Section 2. In particular, we101

use this model to discuss some of the key features of each component in a simplified setup. In102

Section 3, we introduce the moist anelastic equations to derive evolution equations of PV and M,103

discuss PV-and-M inversion with phase changes, and describe how a balanced-unbalanced decom-104

position may be done in the moist system. We finish the section by highlighting the subtle fact105

that, since the PV-M formulation is not unique, some PV choices — such as those found in dry106

dynamics — may not be balanced for a moist system with phase changes, while others indeed107

lead to equivalent formulations for PV-and-M inversion. In the remaining two sections of the pa-108

per we present in more detail the key properties of the M variables by considering solutions of109
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the simplified Boussinesq model and hemispheric-sized simulations using the Weather Research110

and Forecasting (WRF) model. In Section 4, we discuss that the new moisture M variables hold111

properties analogous to conserved quantities such as PV variables. In Section 5, we highlight key112

properties of the M variables that distinguish them from thermodynamic variables arising from the113

moist anelastic system.114

2. Illustration of Balanced and Unbalanced Moisture115

Is moisture a balanced variable, an unbalanced variable, or does it have both balanced and un-116

balanced components? As an initial motivation, we present a numerical simulation that illustrates117

that moisture has both balanced and unbalanced components.118

We simulate a moist Boussinesq fluid with two phases of water — vapor and liquid — in a triply119

periodic domain. The fluid is rapidly rotating and strongly stratified, so that the Rossby and Froude120

numbers are small (both taken to be 0.1). The model is initialized using a dry turbulent state first121

generated without the influence of moisture. A large-scale random forcing is then imposed, and122

the simulation is run to a statistical steady state to provide a dry turbulent state. Moisture in the123

initial state is then included in a simple way; at a new time t = 0 a bubble of water vapor is added124

to the turbulent flow at the center of the domain. The system is then allowed to evolve according125

to moist Boussinesq dynamics with phase changes of water.126

To decompose moisture into balanced and unbalanced components, we use a new type of PV127

inversion principle, which is described in detail in Section 3 and was originally presented in Wetzel128

et al. (2019). Phase changes are not necessary to show the balanced and unbalanced nature of129

moisture, but we allow them here for additional realism. The Boussinesq model as given here130

provides a particularly simple test-bed to showcase these features without the undo complexity of131

additional moisture variables or model parameters. While it is the anelastic equations that are of132
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most interest for atmospheric dynamics, we use a Boussinesq system in the present section, with133

constant buoyancy frequencies, to focus on the basic concepts with this initial illustration. For134

reference we include the Boussinesq equations in Appendix A.135

We begin by showing the time evolution of the total water mixing ratio qt and its balanced and136

unbalanced components in Figures 1 and 2; the “total” water qt is the sum of the water vapor and137

liquid water. The model has been advectively non-dimensionalized so that 1 time unit corresponds138

to the time scale associated with balanced motions, while a 0.1 time unit is more closely linked to139

the unbalanced (or fast) motions.140

Figure 1 shows the decomposition of qt into two components. The decomposition is not obtained141

from time averaging but rather through a type of moist PV inversion that is described in subse-142

quent sections. In particular, the balanced and unbalanced components are calculated at each time143

step from the available variables at that time step, i.e., they are calculated diagnostically. Never-144

theless, while no time averaging was used in their creation, the two components appear to identify145

distinctly different time evolutions that describe the slowly and rapidly evolving parts of qt ; and146

they are therefore accordingly named the balanced and unbalanced components, respectively.147

Moreover, in Figures 1 and 2, it is seen that the balanced component of qt closely tracks the148

broad features or large-scale structure of the initial water bubble. Beyond that, the unbalanced149

component can also be seen to contribute additional details, on both the short- and long-time scale.150

Therefore, the moisture is principally balanced with the unbalanced component adding significant151

small-scale structure to the overall moisture variable.152

3. PV inversion for a class of moist PV definitions153

How can PV inversion be carried out for a moist system? It is known (see, e.g., Cao and Cho154

1995; Schubert et al. 2001), that PV inversion in the traditional sense cannot be performed if the155
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moist PV is defined based on equivalent potential temperature, qe. Here we will show that, in fact,156

one can do a type of inversion with many definitions of PV, including a PV based on qe. Rather157

than traditional PV inversion, it is actually PV-and-M inversion, accounting for the additional158

balanced components M of a moist system.159

Furthermore, while we show that many PV definitions will suffice, we also show that some160

common PV definitions are not balanced. In particular, the PV defined using potential temperature161

q (PVq ), and the PV based on virtual potential temperature qv (PVv) are not balanced. Therefore,162

an inversion based on either of these PVs does not extract the balanced component of a moist163

system with phase changes.164

a. Anelastic equations with warm-rain microphysics165

In this subsection, we describe the moist system that will be used throughout the paper. It is166

the anelastic equations of motion for a moist atmosphere containing three moist variables: water167

vapor, cloud water, and rainwater (e.g., Lipps and Hemler 1982; Grabowski and Smolarkiewicz168

1996; Hernández-Dueñas et al. 2013; Klein and Majda 2006). The system may be written in the169

form170

Du

Dt
+ f ẑ⇥u=�r

✓
p
r̃

◆
+ ẑ b, (1a)

171

r · (r̃u) = 0, (1b)
172

Dqe

Dt
+w

dq̃e

dz
= 0, (1c)

173

Dqt

Dt
+w

dq̃t

dz
=

1
r̃

∂
∂ z

(r̃VT qr) , (1d)
174

Dqr

Dt
=

1
r̃

∂
∂ z

(r̃VT qr)+Ar +Cr �Er. (1e)

The variables in the system of equations are as follows: the density r; the pressure p; the velocity175

u with Cartesian components (u,v,w), where u is the zonal (west-east), v is the meridional (south-176
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north), and w is the vertical (down-up) velocity; the total water mixing ratio qt , defined as the sum177

of all three moisture components, i.e.,178

qt = qv +qc +qr, (2a)

where qv is the water vapor mixing ratio, qc is the cloud water mixing ratio, and qr is the rainwater179

mixing ratio; the equivalent potential temperature qe, defined in linearized form2 in terms of the180

potential temperature q and water vapor qv as181

qe = q + g̃qv, (2b)

where g̃ = Lv/(cpP̃), P̃ = T̃/q̃ = (p̃/p0)
Rd/cp is the Exner function for non-dimensionalized182

pressure, p0 is the reference surface pressure, and T is the temperature; and the buoyancy b,183

defined by the linear combination184

b = g
✓

q
q̃
+ e0qv �qc �qr

◆
. (2c)

In addition, the following parameters are used: the acceleration due to gravity g, the Coriolis185

parameter f , the latent heat of vaporization Lv, the specific heat at constant pressure for dry air cp,186

the ratio of water vapor Rv and dry air Rd gas constants e0 = Rv/Rd � 1, and the terminal speed187

of falling rain drops VT . Here the operator D/Dt = ∂/∂ t +u ·r denotes the three-dimensional188

material derivative with gradient r = (∂/∂x,∂/∂y,∂/∂ z) and ẑ = rz is the unit vector in the189

vertical direction.190

The thermodynamic variables r , p, qe and moisture variables qt , qv, qc, qr have been decom-191

posed into anelastic background states, denoted by ˜(·), and their respective anomalies. The back-192

ground states are taken to be profiles of only the height z such that the density and pressure are193

2Note that the linearized form of qe is used in (2b) for simplicity, as it allows for explicit analytical expressions in the equations of PV-and-M

inversion in, e.g., (8) and (21b). More complex expressions for qe (e.g., Emanuel 1994; Stevens 2005) could potentially be used but would lead to

more complicated formulas.
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hydrostatically balanced,194

q̃c = q̃r = 0, so that q̃t = q̃v, (3a)

and195

dq̃e

dz
=

dq̃
dz

+ g̃ dq̃v

dz
. (3b)

The Exner function P̃ and the coefficient g̃ are thus functions of z only. The anomalies, in turn,196

are functions of the three-dimensional position (x,y,z) and time t. So, for example, the equiv-197

alent potential temperature is decomposed into an anelastic background q̃e(z) and perturbation198

qe(x,y,z, t).199

The source terms in equation (1e) correspond to the auto-conversion of cloud water into rain-200

water Ar, the collection of cloud water to form rainwater Cr, and the evaporation of rainwater into201

water vapor Er. The source terms require microphysics modelling beyond the scope of the present202

paper, but they may be considered as nonlinear functions of the three moisture phases qv, qc, qr203

and the height z; we refer the reader interested in the particulars of these source terms in the case204

of the Kessler parametrization to, e.g., Kessler (1969); Grabowski and Smolarkiewicz (1996).205

The moisture constituents are constrained so that cloud water qc is not present in unsaturated206

regions and water vapor qv does not exceed its saturation value in saturated regions (Grabowski207

and Smolarkiewicz 1996). Namely, the moisture variables satisfy the constraints208

qv < qvs, qc = 0 (unsaturated), (4a)
209

qv = qvs, qc � 0 (saturated), (4b)

where qvs is the saturation water vapor which, for simplicity, is assumed to be a known profile of210

z. Since no constraints are applied to the rainwater (aside from qr � 0), we allow the existence of211

rainwater qr in both unsaturated and saturated regions. Similarly, using definition (2a), we may212
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note that constraints (4a)–(4b) may be written in the form213

qt �qr < qvs, qc = 0 (unsaturated), (5a)
214

qt �qr � qvs, qv = qvs (saturated). (5b)

Therefore, the total water qt and the rainwater qr are sufficient to determine the location of un-215

saturated and saturated regions and allow us to define the indicator functions for unsaturated and216

saturated regions to be217

Hu =

8
>>><

>>>:

1 for qt �qr < qvs

0 for qt �qr � qvs

and Hs = 1�Hu, (6)

respectively. Indeed, it follows that it is enough to know qt and qr to determine all moisture phases;218

both water vapor qv and cloud water qc may be determined diagnostically using219

qv = min(qt �qr,qvs) or qv = (qt �qr)Hu +qvsHs, (7a)
220

qc = max(0,qt �qr �qvs) or qc = (qt �qr �qvs)Hs. (7b)

Due to these moisture constraints, it is possible to write the buoyancy b purely in terms of the221

dynamic variables qe, qt , and qr. To accomplish this, it is convenient to consider the buoyancy in222

the unsaturated and saturated regions separately. Namely, the buoyancy may be written as223

b = buHu +bsHs, (8a)

where bu and bs are the buoyancy in the unsaturated and saturated regions, respectively. In each224

region, we may use equations (2a)–(2b) and (5a)–(5b) on buoyancy (2c) to obtain225

bu = g
✓

qe

q̃
+

✓
e0 +1� g̃

q̃

◆
(qt �qr)�qt

◆
(8b)

and226

bs = g
✓

qe

q̃
+

✓
e0 +1� g̃

q̃

◆
qvs �qt

◆
(8c)

as explicit expressions for defining bu and bs in terms of qe and qt .227
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b. Leading-order balance conditions228

Our goal is to define the balanced and unbalanced components of the moist system, and therefore229

the balance conditions must be defined. In analogy to the dry case, the QG setting of small Rossby230

and Froude numbers is used, and the leading-order balance conditions are geostrophic balance,231

f u =
∂
∂x

✓
p
r̃

◆
and � f v =

∂
∂y

✓
p
r̃

◆
, (9a)

and hydrostatic balance,232

b =
∂
∂ z

✓
p
r̃

◆
. (9b)

Further details, which are omitted here for the sake of brevity, are described by Smith and Stech-233

mann (2017) and Wetzel et al. (2019). One important point to note, however, is the difference234

between the dry case and the moist case: in the moist case, the buoyancy in (9b) will take a235

different form in unsaturated and saturated regions, as shown in (8).236

Furthermore, the buoyancy at leading order will take a simplified form. In particular, (2c) be-237

comes b = gq/q̃ +O(Ro) for small Rossby number Ro since cpq̃(0)/Lv ⇡ 0.1 is small. Thus,238

explicit contributions from the moisture terms qv, qc, and qr vanish and the buoyancy is directly239

proportional to the potential temperature at leading-order:240

b = g
q
q̃
. (10)

This means that, at leading-order, equations (8a)–(8c) relate the unsaturated buoyancy bu and241

saturated buoyancy bs with qe and qt as242

bu =
g
q̃
(qe � g̃(qt �qr)) (11a)

and243

bs =
g
q̃
(qe � g̃qvs) . (11b)
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In terms of the buoyancy b we have244

b =
g
q̃
(qe � g̃(qt �qr)Hu � g̃qvsHs) (11c)

as a simplified, leading-order version of (8).245

c. Definition of classes of PV and M variables246

Here, we describe the potential vorticity (PV) and moisture (M) variables that characterize the247

balanced components of the system. Two main points are emphasized. First, in the moist case,248

the PV variable alone is not sufficient to characterize the balanced part of the system; additional249

moisture (M) variables are needed. Second, many definitions of the PV variable are possible, and250

we show how to construct a class of suitable PV definitions.251

To describe the evolution of the balanced part of the anelastic equations (1a)–(1e), the next-to-252

leading order terms are considered, and they take the form:253

DHz
Dt

=
f
r̃

∂
∂ z

(r̃w)+O(Ro), (12a)

254

DHqe

Dt
+w

dq̃e

dz
= O(Ro), (12b)

255

DHqt

Dt
+w

dq̃t

dz
=

1
r̃

∂
∂ z

(r̃VT qr)+O(Ro), (12c)
256

DHqr

Dt
=

1
r̃

∂
∂ z

(r̃VT qr)+Ar +Cr �Er +O(Ro), (12d)

as Ro ! 0, where DH/Dt = ∂/∂ t +uH ·rH is the horizontal material derivative, and z = (r⇥257

u) · ẑ = ∂v/∂x�∂u/∂y is the vertical component of the relative vorticity.258

The PV and M variables can be defined, based on (12), in many different ways. In principle, we259

wish to define variables whose evolution equations lack a w term by taking linear combinations of260

(12a)–(12d). Many different linear combinations are possible, and each leads to a different set of261

PV and M variables. Next, we illustrate two such possibilities.262
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As a first possibility, one could consider a PV variable PVe based on equivalent potential tem-263

perature, qe. The three conserved variables PVe, M, and Mr could then be defined as264

PVe = z +
f
r̃

∂
∂ z

✓
r̃

dq̃e/dz
qe

◆
, (13a)

265

M = qt + G̃Mqe, (13b)
266

Mr = M�qr, (13c)

with evolution equations267

DHPVe

Dt
=� f

dq̃e/dz
∂uH

∂ z
·rHqe, (14a)

268

DHM
Dt

=
1
r̃

∂
∂ z

(r̃VT qr) , (14b)
269

DHMr

Dt
= Er �Ar �Cr, (14c)

where G̃M = �(dq̃t/dz)/(dq̃e/dz) is a ratio of background gradients and is a function of z only.270

Similar types of M variables have also been considered for other moist systems (e.g., Frierson et al.271

2004; Stechmann and Majda 2006; Chen and Stechmann 2016). By construction, the evolution of272

these PV and M variables is not influenced by the vertical velocity w.273

Note that the system (14), formed by eliminating w from (12), is decoupled from waves. Namely,274

the variables PVe, M, and Mr represent the evolution of the balanced moist flow or the slow dynam-275

ics of the moist anelastic system. Indeed, the PV and M variables are balanced in the sense that276

they are all zero-frequency eigenmodes; i.e., if the system (14a)–(14c) is linearized about a resting277

base state with uH = 0, and neglecting VT and microphysical source terms, the three eigenvalues278

are all equal to zero.279

As a second possibility (among many) for defining PV and M variables, one could define a PV280

variable PVu based on the unsaturated buoyancy variable, bu. To do this, rather than using (12b)–281

(12c), we may consider the linear combinations which gives rise to the unsaturated and saturated282
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buoyancies (11a)–(11b) and lead to the evolution equations283

DHbu

Dt
+N2

u w =
gg̃
q̃
(Ar +Cr �Er) (15a)

and284

DHbs

Dt
+N2

s w = 0, (15b)

where285

N2
u =

g
q̃

dq̃
dz

and N2
s =

g
q̃

dq̃e

dz
(15c)

are the unsaturated and saturated buoyancy frequencies, respectively. Bouyancy frequencies N2
u286

and N2
s are the simplified forms that arise in the small Rossby limit; for more general forms, we287

refer the reader to, e.g., Emanuel (1994); Smith and Stechmann (2017); Durran and Klemp (1982).288

Then, (15a)–(15b) may be combined with (12a), (12d) to obtain the conserved variables289

PVu = z +
f
r̃

∂
∂ z

✓
r̃

N2
u

bu

◆
, (16a)

290

Mb =
bs

N2
s
� bu

N2
u
, (16b)

291

Mq = Mb +
1

N2
u

gg̃
q̃

qr, (16c)

with evolution equations292

DHPVu

Dt
=� f

N2
u

∂uH

∂ z
·rHbu

+
f
r̃

∂
∂ z

✓
r̃ 1

N2
u

gg̃
q̃
(Ar +Cr �Er)

◆
,

(17a)

293

DHMb

Dt
=

1
N2

u

gg̃
q̃
(Er �Ar �Cr), (17b)

294

DHMq

Dt
=

1
N2

u

gg̃
q̃

1
r̃

∂
∂ z

(r̃VT qr) . (17c)

This set of variables PVu, Mb, and Mq provides another characterization of the balanced component295

of the system, in addition to the example of PVe, M, and Mr described in (13).296
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Many other definitions of PV and M variables are possible. Broadly speaking, any linear combi-297

nation of the equivalent potential temperature (12b) and total water (12c) may be used to eliminate298

the w term in the relative vorticity equation (12a). This class of linear combinations defines a class299

of PV variables. Similarly, a class of M variables is defined by the linear combinations of M in300

(13b), Mr in (13c), and qvs.301

d. PV-and-M inversion302

We now describe how knowledge of PVe, M, and Mr may be used to recover the balanced303

streamfunction y . In the dry case, this process is called PV inversion, and only the PV variable is304

needed. In the moist case, in contrast, the moist M variables are also needed, and we therefore use305

the term PV-and-M inversion. The balanced streamfunction y and the PV-M variables may then306

be used to determine the balanced components of all flow variables; the special case of recovering307

the balanced moisture is discussed in Appendix B.308

From the balance conditions described in Section 3b, one can see that a streamfunction y can309

be defined in terms of the pressure as y = p/( f r̃), and the balance conditions can be written in310

terms of y as311

uH =

✓
�∂y

∂y
,
∂y
∂x

◆
(18a)

and312

b = f
∂y
∂ z

. (18b)

These balance conditions are essentially the same for a dry or moist system, aside from the impor-313

tant difference that buoyancy b can change form due to phase changes of water.314
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To define an elliptic PDE for PV-and-M inversion, the starting point is the definition of PVe,315

from (13a), which we rewrite here again for convenience:316

PVe = z +
f
r̃

∂
∂ z

✓
r̃

dq̃e/dz
qe

◆
. (19)

This PVe definition can then be turned into an elliptic PDE by writing z and qe in terms of the vari-317

ables y , M, Mr, and z. First, the relative vorticity z is directly related to only the streamfunction318

via319

z = —2
Hy. (20)

Second, the equivalent potential temperature qe may be written in terms of y , M, Mr, and z by320

solving for qe in equation (11c) and using the buoyancy equations (11c), (18b), and the definitions321

(13b)–(13c). That is, we may use (13b)–(13c) on (11c) to obtain322

b =
g
q̃
�
qe � g̃

�
Mr � G̃Mqe

�
Hu � g̃qvsHs

�
. (21a)

Next, using the fact that b = gq/q̃ as (10) and solving for qe we obtain323

1
dq̃e/dz

qe =
1

dq̃/dz
(q + g̃Mr)Hu

+
1

dq̃e/dz
(q + g̃qvs)Hs.

(21b)

Lastly, inserting (20) and (21b) into the definition of PVe in (13a), we arrive at324

—2
Hy +

1
r̃

∂
∂ z

✓
r̃ f 2

N2
u

✓
∂y
∂ z

+
gg̃
f q̃

Mr

◆
Hu

+ r̃ f 2

N2
s

✓
∂y
∂ z

+
gg̃
f q̃

qvs

◆
Hs

◆
= PVe,

(22)

which is an elliptic PDE for y .325

For some intuition on the derivation of (22), note that the basic principle was simply a trans-326

formation between different thermodynamic variables. Specifically, (21) was used to write qe in327

terms of ∂y/∂ z, M, Mr, z, and these four variables were chosen because they define the balanced328
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component of the thermodynamic part of the system. To see this, note that ∂y/∂ z is the balanced329

part of q , and M and Mr are themselves balanced variables, and z plays the role of pressure for an330

anelastic system (e.g., Pauluis 2008) since p ⇡ p̃(z). Hence ∂y/∂ z, M, Mr, z can be viewed as the331

balanced component of q , M, Mr, p, which are a different set of four thermodynamic variables,332

other than the original four qe, qt , qr, p that were used to formulate the anelastic system originally333

in (1).334

The inversion PDE (22) could be considered either to be linear or nonlinear (as a function of335

the streamfunction y), depending on assumptions. In a purely balanced setting, as for the QG336

equations (Smith and Stechmann 2017), the inversion PDE (22) is nonlinear in the streamfunction337

y . This is because the Heaviside functions, Hu and Hs, depend on the total water qt , which itself338

is a function of the streamfunction y (and Mr). On the other hand, in a mixed setting with both339

balanced and unbalanced components present, the inversion PDE (22) could be treated as being340

linear in the streamfunction y . In this case, the Heaviside functions, Hu and Hs, are taken to341

be known functions that are given by the available data. In this sense, the given information342

includes the PV and M variables, the boundary conditions, and the phase interface locations, i.e.,343

the Heaviside functions Hu and Hs. This will be the scenario used in the present paper, since the344

aim is to analyze data of atmospheric dynamics, including not only balanced but also unbalanced345

components.346

e. Equivalence of many different PV-and-M inversions347

Many different choices of PV-M variables are suitable to recover the balanced flow of the system.348

That is, though different versions of PV-M variables may be constructed, they will all recover the349

same balanced streamfunction, so long as they are derived by eliminating w from the system (12).350
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As an example for illustration, we show the equivalence between two different PV-and-M inver-351

sions: the PV-and-M inversion using PVe in system (13), and the PV-and-M inversion using PVu352

in system (16). The inversion for PVe was derived earlier in (22), and the inversion for PVu can353

be derived as follows. The starting point is the PVu definition in (16a). To turn this PVu definition354

into an elliptic PDE for the streamfunction, we first write bu in terms of b, Mb, Mq by using (16b)355

on (8a). This gives the equation356

1
N2

u
bu =

1
N2

u
bHu +

✓
1

N2
s

b�Mb

◆
Hs. (23)

Then, substituting (20), (23), and (18b) into (16a), we arrive at the inversion principle involving357

PVu:358

—2
Hy +

1
r̃

∂
∂ z

✓
r̃ f 2

N2
u

∂y
∂ z

Hu

+r̃
✓

f 2

N2
s

∂y
∂ z

� f Mb

◆
Hs

◆
= PVu.

(24)

This defines a second variant of PV-and-M inversion, in addition to the earlier case involving PVe359

in (22).360

The equivalence of the two PV-and-M inversions (22) and (24) is due to the fact that they re-361

cover the same streamfunction when identical boundary conditions are used. To show this, we362

take the difference between the inversion (22) for streamfunction ye and the inversion (24) for363

streamfunction yu. The result is364

A (ye �yu) = 0, (25a)

where the differential operator A is defined as365

A = —2
H +

1
r̃

∂
∂ z

✓
r̃ f 2

N2
u

Hu
∂
∂ z

+ r̃ f 2

N2
s

Hs
∂
∂ z

◆
; (25b)

see Appendix C for details on the derivation of (25). Equation (25) is a PDE for the difference366

ye �yu of the streamfunctions. Note that the PDE (25) is homogeneous (i.e., the right-hand side367
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is zero), and the boundary conditions for the difference ye�yu are also homogeneous (i.e., zero).368

Therefore, the solution to (25) is ye �yu = 0, so the streamfunctions must equal each other over369

that domain: ye = yu. Therefore, the PV-and-M inversions in (22) and (24) recover identical370

streamfunctions.371

Indeed, any PV and M variables of the class obtained from linear combinations of (12) to remove372

the w terms will lead to PV-and-M inversions which recover the balanced streamfunction. This373

may be principally understood by the fact that these PV-M variables will have no background state374

and, therefore, their evolution is not directly affected by fast waves.375

f. Some common PVs are not balanced376

Interestingly, not all choices of PV will lead to an inversion principle that recovers the balanced377

streamfunction.378

We illustrate this point by considering the PV defined in terms of virtual potential temperature379

qv. We define this PV variable as380

PVv = z +
f
r̃

∂
∂ z

✓
r̃

N2
u

b
◆

(26)

using b, since, in the small Froude- and Rossby-number limit, the virtual potential temperature qv381

is proportional to the potential temperature q or the buoyancy b. The variable PVv is a linearized382

version of the moist PV used by Schubert et al. (2001) and is a natural PV to consider in a moist383

system. An inversion principle directly follows from inserting z = —2
Hy and b = f ∂y/∂ z into384

(26), which leads to385

—2
Hy +

1
r̃

∂
∂ z

✓
r̃ f 2

N2
u

∂y
∂ z

◆
= PVv. (27)

This elliptic PDE has a particularly concise form, as it does not depend on any of the moist M386

variables.387
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To see that inversion with PVv does not recover the balanced streamfunction, we compare the388

solution yv from PVv inversion (27) and the solution ye from PV-and-M inversion using PVe in389

(22). To compare, we take the difference between the two corresponding PDEs to obtain390

L (ye �yv) =
1
f r̃

∂
∂ z

✓
r̃
✓

f 2

N2
s
� f 2

N2
u

◆
g
q̃
(q �q B)Hs

◆
, (28a)

where q B is the balanced component of the potential temperature arising from the streamfunction391

as q B = ( f q̃/g)∂ye/∂ z and the linear operator L is defined as392

L = —2
H +

1
r̃

∂
∂ z

r̃ f 2

N2
u

∂
∂ z

; (28b)

see Appendix D for details on the derivation of (28). Since the PDE in (28) is non-homogeneous393

(i.e., the right-hand side is nonzero), the streamfunction ye obtained from (22) will be different394

from the solution yv of (27), even if the two inversions use identical boundary conditions. Since the395

right-hand side may become nearly zero in the upper troposphere where the buoyancy frequencies396

N2
u and N2

s are nearly equal, one would expect the most pronounced differences to be seen in397

the lower and middle troposphere. Also note that the key differences arising in the right-hand398

side are due to unbalanced potential temperature, q �q B, in saturated regions, where Hs = 1. In399

other words, phase changes of water are the source of the discrepancy between the PVv-derived400

streamfunction yv and the balanced streamfunction ye.401

Why does inversion with PVv not recover the balanced streamfunction? It is because, for a402

system with phase changes, PVv itself is not balanced. To see this, consider the evolution equation403

for PVv. We may obtain this evolution equation by formally differentiating (26) by the horizontal404

material derivative DH/Dt, and using the fact that the buoyancy b is given by (8a) and the evolution405
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equations for bu and bs are (15a) and (15b), respectively. The result is406

DHPVv

Dt
=

f
r̃

∂
∂ z

✓
r̃

N2
u

�
N2

u �N2
s
�

wHs

+
r̃

N2
u

gg̃
q̃
(Ar +Cr �Er)Hu

◆
.

(29)

Notice the term on the right-hand side that involves wHs; it is active in saturated regions, and407

it arises from cloud latent heating. Broadly speaking, because of this w term on the right-hand408

side, PVv is coupled with waves. Indeed, from a more thorough calculation using a suitable non-409

dimensionalization and distinguished asymptotic limit, one can see that this w term is O(Ro�1)410

for small Rossby numbers, which corresponds to fast wave oscillations, so PVv is not balanced.411

As an illustration of the unbalanced evolution of PVv, we return the simulations described in Sec-412

tion 2. Figure 3a and b show PVe(x,y,z, t) and PVv(x,y,z, t), respectively, for times t = 1.0,1.1,1.2;413

recall that a 0.1 time increment is associated with the fast time scale. The data is shown along the414

vertical line with constant x = y = p , so the PVv is shown along a line through the 3D domain.415

Over part of the domain, the three curves are nearly overlapping, indicating balanced evolution,416

i.e., limited evolution over the fast time scale. In the portion of the domain that may be saturated417

(roughly for heights 1  z  3), however, the PVv values change substantially from one time to418

another, indicating unbalanced evolution at these heights. Such behavior is consistent with the PVv419

evolution equation shown in (29), which also indicates that PVv will be influenced by fast waves420

(the w factor) in regions that are saturated (where the Hs factor is nonzero). Similar plots for PVe421

in Figure 3a corroborate the PVe evolution equation (19): PVe is not influenced by waves, and it422

therefore has an evolution that is balanced (i.e., evolving on the slow time scale). As a statistical423

measure of the variability, the standard deviation of the PVe and PVv fluctuations are shown in424

Figure 3c. The PVv variable has an enhanced standard deviation compared with PVe, an indication425

of the unbalanced evolution of PVv in saturated regions.426
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In summary, PV based on qv can be used to recover a streamfunction, but it is not the balanced427

streamfunction, for a system with phase changes. This is because qv and q are not conserved428

variables, since they are influenced by latent heating, and the corresponding PV variables are429

therefore not balanced.430

4. M variables are PV-like: conserved tracers431

To illustrate two of the ways that the M variables are similar to PV, we use numerical simulations.432

First, we illustrate that the M variables evolve on a slow time scale. To do so, we return to the433

idealized simulations of Section 2, and we plot the evolution of M at times t = 0, 0.1, and 0.2;434

see Figure 4. The variable M shows essentially no changes over this fast time scale, since it is a435

balanced or slowly evolving variable, like PV.436

Second, to illustrate the fact that M variables are approximately conserved, we roughly track a437

parcel in a simplified simulation of mid-latitude flow. The simulation is done using the Weather438

Research and Forecast (WRF; Skamarock et al. 2008) model version 3.7.1. The setup of the sim-439

ulation is that used in Wetzel et al. (2019), so we will only briefly describe it here. The simulation440

consists of a hemispheric sized channel on a b -plane. The dimensions of the channel are 12,000441

km in the East-West direction, 8,000 km in the South-North direction, and 16 km in the Down-442

Up direction with a horizontal resolution of 25 km and a vertical resolution of approximately 250443

meters. For boundary conditions, we choose periodicity in the x (East-West) direction and spec-444

ified, or rigid, in the south and north boundaries such that a temperature and moisture gradient445

exists from south to north. The Kessler (1969) microphysics scheme is used, which contains warm446

moisture constituents of rainwater, cloud water, and water vapor. We use no short- or long-wave447

radiation, no surface or boundary layer physics, and no cumulus parameterization schemes.448
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In Figure 5, we show snapshots of the quantities Mr, PVe, and moisture qt over a timespan of449

1 day in the channel simulation. In particular, we show day 91 and day 92 after the start of the450

simulation, where equilibration of the turbulent flow is achieved at roughly 30 days after the start451

of the simulation. We immediately note that the PV and M variables PVe and Mr share broad bulk452

features. Namely, both variables contain roughly uniform regions, where PVe takes a value of453

roughly 2 to 4 s�1 uniformly over a large northern region and �2 to �4 s�1 uniformly over a large454

south region; and Mr takes a value of roughly �25 to �35 g/kg uniformly over a large northern455

region and 35 to 45 g/kg uniformly over a large southern region. The two uniform regions are456

separated by a transition zone or sharp gradient aligned with the zonal jet in the balanced flow.457

Moreover, each variable appears to mostly advect its features about the flow; note, in particular, the458

Mr eddies that are advected on the north side of the jet, for example, at (x,y)⇡ (4500 km,7000 km)459

on day 91.460

The qt variable, on the other hand, while it shares in the presence of a transition region, contains461

large concentrations of moisture which do not appear to be simply advected by the flow, but are462

rather combined and disseminated. To test this fact more carefully, we approximately track the463

variables Mr, PVe, and qt on a parcel denoted by a red circle in Figure 5. The parcel is taken from464

a starting location at 91 days and then allowed to freely advect using the balanced flow at days465

91 and 91.5 until day 92. At each snapshot, we average the variable values over a square box of466

dimensions 50 km⇥50 km centered at the parcel location shown. The results of following this467

parcel, which have been normalized by the largest value that the box takes over the timespan, are468

shown in Figure 6. We note that over this one day, the conserved variables of PVe, Mr change469

about 15% from their maximum value, while the qt variable undergoes a drop off of over 40% as470

we follow this parcel. This indicates that the variables PVe and Mr remain approximately constant471

over the evolution of the parcel than the variable qt , even in a region with significant moisture.472
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This reaffirms our understanding that the PV and M variables act as conserved quantities of the473

flow (at least approximately, given the influence of microphysical source terms, etc.).474

5. Distinguishing characteristics of M variables475

The M variables have a number of defining characteristics that differentiate them from other476

thermodynamic variables.477

First, by construction, the M variables have no background states. That is, they are merely478

defined as arising from anomalies — see, for example, (13b)–(13c) — and therefore have no479

obvious reference state. Indeed, the fact that the M variables do not have a background state can480

be immediately surmised from the lack of a w term, multiplied by the gradient of the respective481

background state, in their evolution equations; see, for example, (14b)–(14c) and compare these482

to the evolution equations for other thermodynamics variables (12b)–(12c).483

Second, due to the lack of w terms in their evolution equations, the M variables are not coupled484

to (inertio-gravity) waves. Therefore, the M variables are balanced variables.485

Third, the M variables may resemble the variables qt , qt �qr, or qe at certain altitudes depending486

on the relative weakness of the background state gradients associated with the thermodynamic487

variables. For example, the M variable Mr, defined in (13c), weights the two variables qt � qr488

and qe using the background gradient ratio G̃M = �(dq̃t/dz)/(dq̃e/dz). In the atmosphere, we489

expect the moisture variable qt to have a small background gradient state dq̃t/dz at high altitudes490

and a large background gradient at low altitudes due to the large concentration of moisture near491

the surface and scarcity of moisture from mid to high altitudes. Similarly, the equivalent potential492

temperature qe is expected to have a smaller background gradient state dq̃e/dz at lower altitudes493

in midlatitudes. Therefore, Mr ⇡ G̃Mqe at low altitudes and Mr ⇡ qt �qr at higher altitudes for a494

common atmospheric setup. Indeed, we observe just such a situation in our mid-latitude channel495
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simulation; see Figure 7. Note that Figure 7 shows that Mr resembles G̃Mqe at the 2 km height,496

where G̃M ⇡ 1.1 (g/kg)/K at this height, while Mr resembles qt � qr at the 8 km height, with497

G̃M ⇡ 5⇥10�3 (g/kg)/K at this height.498

Fourth, the M variables are associated with an additional component of the total energy (Marsico499

et al. 2019). Beyond the buoyant potential energy, a moist latent energy is also present, and it500

could be written in the form HuM2. In the Boussinesq case, it corresponds to our presentation of501

M = qt + G̃Mqe. In the anelastic case, on the other hand, the energetics suggest a definition of an502

M variable as503

Menergy =

Z zlcl

zlnb,u

(btot
u � b̃u(z0))dz0 �

Z zlcl

zlnb,s

(btot
s � b̃s(z0))dz0

�1/2
, (30)

where the integral is a type of “partial integration” where btot
u and btot

s are held fixed. (Menergy was504

called Manelastic by Marsico et al. (2019).) Here the background states are defined as505

b̃u(z) =
Z z

0
N2

u (z
0)dz0, (31a)

b̃s(z) =
Z z

0
N2

s (z
0)dz0. (31b)

and the “total” variables are defined as506

btot
u = b̃u(z)+bu, (32a)

btot
s = b̃s(z)+bs. (32b)

The bounds of integration in (30) include zlnb,u and zlnb,s, which correspond to levels of neutral507

buoyancy (LNB), with respect to Nu and Ns, respectively, and are defined as the solutions to508

b̃u(zlnb,u) = btot
u , b̃s(zlnb,u) = btot

s , (33)

with btot
u and btot

s taken to be fixed values. The other bound of integration, zlcl , is similar to a lifted509

condensation level (LCL), as it is defined as the solution of510

btot
u �btot

s = b̃u(zlcl)� b̃s(zlcl), (34)
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with btot
u and btot

s again taken to be fixed values.511

Our final comments on M variables will be with regard to the energetically motivated definition512

of Menergy in (30). The Menergy variable in (30) is a material invariant, not only in the limit of small513

Froude and Rossby numbers like Mr, but also in general for any Froude and Rossby numbers.514

Hence, Menergy is like Ertel PV. It obeys515

D
Dt

Menergy = 0, (35)

where the full material derivative D/Dt is used, in contrast to the horizontal material derivative516

that comes in the small Froude and Rossby case for Mr advection in (14c).3 To see this material517

invariant property of Menergy, note from (30)–(34) that Menergy is a function of btot
u and btot

s alone518

(since zlcl , zlnb,u, and zlnbs are themselves also functions of btot
u and btot

s alone), and btot
u and btot

s519

are themselves material invariants, from (15), or from the more complete description (not shown)520

based on (8), in the case that warm-rain microphysical source terms are neglected.521

Finally, we consider a possible answer to the question: What is M? What is a physically intuitive522

viewpoint of M (beyond earlier descriptions of M as, e.g., the thermodynamic quantity which is a523

material invariant and which has zero vertical background gradient)? The energy-based Menergy in524

(30) offers some possible intuition: Menergy is like convective available potential energy (CAPE;525

Moncrieff and Miller 1976; Emanuel 1994; Hernández-Dueñas et al. 2019). In particular, it is526

defined as a vertical integral of buoyancy, from a parcel’s lifted condensation level to its level of527

neutral buoyancy (albeit with some added complexity here with two buoyancies, btot
u and btot

s , two528

LCLs, etc.). In the present paper, we instead used Mr as a typical M variable because it offers529

a simpler definition mathematically as a linear combination of qt and qe, and simpler formulas530

and derivations of PV-and-M inversion, etc. Nevertheless, it would be interesting in the future531

3Note that these statements about material invariants are neglecting warm rain microphysical source terms, although not neglecting phase

changes between water vapor and cloud water.
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to explore the quantity Menergy for its potentially valuable physical interpretation as a CAPE-like532

quantity.533

6. Discussion and conclusions534

In the present paper, we investigated the decomposition of mid-latitude moist flows into balanced535

and unbalanced components. This decomposition was accomplished using a recently introduced536

inversion principle, called PV-and-M inversion, to diagnostically recover the moist balanced flow537

of the system (Smith and Stechmann 2017; Wetzel et al. 2019). PV-and-M inversion is a moist gen-538

eralization of dry-air inversion principles. In an absolutely dry atmosphere, only a single variable,539

PV, is sufficient to recover the balanced flow. In moist flows, however, additional balanced modes540

not present in absolutely dry dynamics become dynamically significant and need to be retained to541

successfully describe the evolution of the balanced flow. Namely, the addition of moisture leads542

to significant additional balanced modes. The balanced flow of a moist system is then no longer543

one-dimensional but multi-dimensional, i.e., it contains both PV and M modes.544

Several subtle points of moist PV inversion have been pointed out in previous studies, and here545

we discussed some of these points from the perspective of PV-and-M inversion. For instance, it has546

been pointed out that traditional PV inversion cannot be carried out using the potential vorticity547

PVe that is based on qe (unless saturated conditions are assumed; see, e.g., Cao and Cho 1995;548

Schubert et al. 2001). Here, we described how this issue can be remedied by the inclusion of549

the moist balanced modes to the inversion principle, i.e., by using PV-and-M inversion. Namely,550

inversion principles using PVe may be constructed once the moist M modes are included, and PV-551

and-M inversion may then be used to recover all relevant balanced variables. Indeed, we find that552

PV-and-M inversion may be equivalently carried out using different families of PV variables. As553

a second subtle point, we showed that it is possible for a PV variable to have a traditional PV554
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inversion principle, even though the PV variable is not balanced; in this case, the PV inversion555

can be carried out, but it does not recover the balanced flow. For example, due to phase changes,556

the PVv variable — derived using the virtual potential temperature — is coupled with waves and557

therefore is not balanced. This makes an inversion principle using PVv unsuitable to recover the558

balanced component of the flow.559

Another purpose of this paper was to explore the properties of the M modes. The M modes560

themselves qualitatively behave as traditional PV variables in that they are material invariants or,561

equivalently, they are tracers advected by the flow. As they are uncoupled from waves, the M562

modes have a zero vertical background gradient. Indeed, we find that the M variables closely563

track thermodynamic variables at different altitudes depending on the background gradient. For564

example, in the case of Mr, we find that Mr ⇡ G̃Mqe at a 2 km height, while Mr ⇡ qt � qr at 10565

km where the background gradient of moisture is negligible. Namely, the M mode Mr closely566

resembles the equivalent temperature at low altitudes, where G̃Mqe is approximately a conserved567

variable, and resembles the total moisture at higher altitudes, where the moisture is approximately568

a conserved variable.4 Lastly, a conceptually useful physical interpretation of the M modes is that569

they are related to convective available potential energy; an additional component of total energy570

arising from the presence of moisture. A deeper exploration of the connection between M modes571

with energy is, however, left to a future paper.572
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APPENDIX A576

Boussinesq equations577

The system of equations used in the numerical simulation discussed in Section 2 are as fol-578

lows. The Boussinesq equations with Coriolis terms for a moist atmosphere with two moisture579

constituents are580

Du

Dt
+ f ẑ⇥u=�r

✓
p

r0

◆
+ ẑb, (A1)

581

r ·u= 0, (A2)
582

Dqe

Dt
+w

dq̃e

dz
= 0, (A3)

583

Dqt

Dt
+w

dq̃t

dz
= 0, (A4)

where r0 is a constant reference density. All other variables names are the same as those used in the584

anelastic system of Section 3. The Boussinesq equations constitute a special case of the anelastic585

equations of Section 3 under the assumption of constant reference density. It is also assumed586

here that water is in the form of two types—water vapor and cloud water—without rainwater587

and associated microphysical processes. Such a non-precipitating setup is a simple case that still588

includes moisture and phase changes.589

APPENDIX B590

Balanced component of moisture591

The balanced component of total water qt is directly determined by the balanced variables y ,592

PVe, M, and/or Mr. A formula for the balanced moisture qB
t can be found as follows; the superscript593

B will denote balanced components. Equation (13b) can be understood in terms of only balanced594

components to solve for qB
t . Namely, using the balanced M and q B

e variables, the balanced qt is595
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given by596

qB
t = M� G̃Mq B

e . (B1)

Therefore, it remains to deduce how the balanced qe depends on the balanced PV-M variables. To597

do this, we may readily use equation (21b). That is,598

q B
e =

N2
s

N2
u

�
q B + g̃Mr

�
Hu +

�
q B + g̃qvs

�
Hs (B2)

in terms of the balanced temperature q B and balanced Mr. We note that the balanced temperature599

q B may be determined using the streamfunction using (10) and (18b) to obtain gq B/q̃ = f ∂y/∂ z.600

Then, the balanced moisture is601

qB
t = M� G̃M

✓
N2

s
N2

u

�
q B + g̃Mr

�
Hu +

�
q B + g̃qvs

�
Hs

◆
, (B3)

in terms of balanced q , M, and Mr. All other variables in the equation, except for the known602

indicator functions Hu and Hs, depend only on the vertical height z and are therefore prescribed603

from the background state of the system.604

APPENDIX C605

Difference between PVe and PVu inversions606

The difference between the inversion principle (22) for PVe and (24) for PVu, assuming that the607

unsaturated and saturated regions are the same from each inversion, gives608

A (ye �yu) = PVe �PVu

� 1
r̃

∂
∂ z

✓
r̃ f 2

N2
u

gg̃
f q̃

MrHu + r̃ f 2

N2
s

gg̃
f q̃

qvsHs + r̃ f MbHs

◆
,

(C1)

where the operator A is defined by (25b). The right-hand side, however, may seen to be identically609

zero. From definition (13a) for PVe and (16a) for PVu we find610

PVe �PVu =
f
r̃

∂
∂ z

✓
r̃

dq̃e/dz
qe

◆
� f

r̃
∂
∂ z

✓
r̃

N2
u

bu

◆
. (C2)
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Now, note that equation (16b) and (10) may be used in each phase to deduce the formula611

bu

N2
u
=

1
N2

u
g

q
q̃

Hu �
✓

Mb �
1

N2
s

g
q
q̃

◆
Hs. (C3)

Combining this with (21b) makes the right-hand side of (C2) become612

1
dq̃e/dz

qe �
1

N2
u

bu =
1

dq̃/dz
(q + g̃Mr)Hu

+
1

dq̃e/dz
(q + g̃qvs)Hs �

1
N2

u
g

q
q̃

Hu +

✓
Mb �

1
N2

s
g

q
q̃

◆
Hs.

(C4)

Using the definition of the background frequency (15c) and the fact that the same q is used in each613

inversion, we are able to simply show that the right-hand side of (C1) is identically zero.614

APPENDIX D615

Difference between PVe and PVv inversions616

The difference between the inversion principle (22) for PVe and (27) for PVv gives617

L (ye �yv)+
1
r̃

∂
∂ z

✓
r̃
✓

f 2

N2
s
� f 2

N2
u

◆
Hs

∂ye

∂ z

◆

= PVe �PVv �
1
r̃

∂
∂ z

✓
r̃ gg̃

f q̃

✓
f 2

N2
u

MrHu +
f 2

N2
s

qvsHs

◆◆
,

(D1)

where L is defined in (28b). Now, using the definition of PVe in (19), PVv in (26), and (10) we618

obtain619

L (ye �yv)+
1
r̃

∂
∂ z

✓
r̃
✓

f 2

N2
s
� f 2

N2
u

◆
Hs

∂ye

∂ z

◆

=
f
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∂
∂ z

✓
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N2

s

qe

q̃

◆
� f
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∂
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∂
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✓
r̃ gg̃

f q̃

✓
f 2

N2
u

MrHu +
f 2

N2
s
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◆◆
.

(D2)

We may then use the definitions (2b) and (13b) to simplify this expression to620

L (ye �yv)+
1
r̃

∂
∂ z

✓
r̃
✓

f 2

N2
s
� f 2

N2
u
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Hs
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∂
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(D3)
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Lastly, defining the variable ∂ye
∂ z as the balanced temperature, gq B

q̃ = f ∂ye
∂ z , gives the desired result621

(28).622
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FIG. 1. Evolution of total water qt (left column) and its balanced and unbalanced components (middle and

right columns, respectively) over a “short” time. Snapshots are shown at three times: Top row t = 0, middle row

t = 0.1, and bottom row t = 0.2. A slice is shown of each of the 3D variables; e.g., qt(p,y,z) is plotted with

x = p held fixed.
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FIG. 2. Same as Figure 1, except the evolution is shown over a “long” time. Snapshots are shown at three

times: Top row t = 0, middle row t = 2, and bottom row t = 4.
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FIG. 3. Illustration of the unbalanced evolution of PVv, the PV variable that is based on virtual potential

temperature, qv, and the balanced evolution of PVe, the PV variable that is based on equivalent potential tem-

perature, qe. (a) Three snapshots of PVe(p,p,z, t), which has been evaluated at x = y = p and shown for three

times: t = 1.0,1.1, and 1.2. (b) Same as (a), except for PVv. The gray rectangle indicates the region of the

moisture bubble and hence the locations that are most likely to be saturated (Hs = 1). (c) Standard deviation of

PVe (dashed) and PVv (solid), where the standard deviation is defined at each spatial location based on the time

series of 80 data points between times t = 1.0 and 1.2.
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FIG. 4. Same as Figure 1, except for the balanced and slowly evolving variable M.
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FIG. 5. Snapshots of M variable Mr, PV variable PVe, and moisture variable qt with balanced streamfunction

overlay at 4 km height between 91 and 92 days; solid lines denote positive streamfunction, while dashed ones

denote negative streamfunction. Advected parcel represented by red circle.
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FIG. 6. Percentage change of variables Mr, PVe, and qt while following parcel advected by the balanced flow.

The location of the parcel is shown by a red dot in Figure 5.
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FIG. 7. Snapshots of Mr, qe, and qt �qr at 2 and 8 km height on 100 days.
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